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Servers, Storage, and Disaster Recovery


Summary

Our current server and data storage strategy is based around a single main server room in which most of our servers and storage is located. Limited duplication and recovery is provided by a secondary server room. This arrangement is undesirable as it provides little resilience, redundancy or high-availability of either servers or storage.

ISS feels that it is necessary to review the arrangement to ensure that we meet both the growth and the increasing reliance on data held centrally. We propose that the way forward is to increase both our Storage Area Network (SAN) and virtual server (VMWare) infrastructure and to invest in locating these technologies in both our main and secondary server rooms. The addition of mirroring or clustering (or both) where required can also be done once this new model is implemented.

This paper discusses the current arrangements, our requirements, and a recommended solution with indicative costs (total £158k to £203k).
Introduction

We currently operate two server rooms at the University of Essex main campus normally referred to as the main and secondary server rooms. The main server room houses most of the servers and data storage, whilst the secondary server room houses primarily secondary systems for authentication. A third room houses the backup tape library. The main purpose of secondary server room has been to house a limited amount of equipment to support high levels of resilience as the size of the secondary server room has been too small for major replication. Now that both servers and data storage equipment both take up substantially less physical space (with virtual server technology making even better use of server resources), it is timely to revisit our server and data storage strategy.

Our current arrangement has most of the servers and storage in one location. This is clearly undesirable for a number of reasons. Should a serious incident affect this one location, we would find it very difficult to replace many of servers hosted within acceptable timeframes. Whilst we have invested heavily in reliability and resilience of the components in the main server room, we haven't dealt with the overall resilience of the services as this was deemed too costly to address.

Given our ever increasing reliance on our IT infrastructure, we believe that we should now take steps to address  these issues and believe that this can now be done in a cost effective way that does not necessarily require heavy additional investment in additional server rooms etc.

Server / Storage requirements and DR implications

Historically, we had local pools of storage directly attached to individual computers. For example, each email server had a local pool of disks on which they held their email, file servers had a local pool of disks on which user files were stored. More recently, we have purchased a SAN which is effectively a centralised pool of disks that are made available to client computers over a special type of network called 'Fibre Channel' (FC). We are now running with a mix of the historical model and the SAN model (with over half our disk space now being served by the SAN). 
However, almost all of the data storage at Wivenhoe Park campus is in one location, the main server room. This is primarily due to historically having only one main server room and a much smaller secondary server room. However, both servers and storage now take up far less space than previously and this, coupled with even higher density of servers through virtualisation (using VMWare), we are in a position to be able to change the prevailing model.

Advantages of the local storage model.

Generally, this model is cheaper to purchase initially but results in an inflexible infrastructure - it is hard to provide more local disk to computers which are already fully populated with disks. We therefore tend to purchase computers with more disk that we initially need which therefore costs more and often results in this resource being underused.

Advantages of the SAN storage model.

In the SAN model, disk space is assigned to client systems on an as-needed basis but it is generally more expensive to provide (and requires special 'Host Bus Adapter' (HBA) cards in client computers. However, adding additional disk space to clients is easier and you can generally manage data storage more efficiently. Whilst the initial cost is higher, by utilising storage more efficiently and the added flexibility of SAN storage mean that the cost isn't much higher. SANs are also designed for very high resilience so that individual disk failures do not impact service. Improved recovery from server failure is also gained, particularly in combination with virtual servers.
Problems with both models.

The primary problem that we have with both models is that we have no in-built protection against losing either a number of computers with local storage or indeed losing the entire SAN. Historically, we have accepted this risk as the amount of data held was relatively low and the recovery of key parts considered possible within reasonable timescales. Whilst we backup our data to a third location, should an incident such as a fire destroy equipment in the main server room, it would almost certainly be weeks before a full replacement servers could be put in place and data recovered to these servers. It is therefore vital that we understand the risks and adopt a strategy that meets our needs for performance, resilience, and disaster recovery (DR) today and in the near future.
To some extent, our recent adoption of VMWare using the SAN as the primary storage provides a good DR function but should the SAN be lost, the DR features of VMWare are useless.

We operate two server rooms and replicate certain network related databases to both server rooms. We could therefore still have our basic network function if one server room were lost and authentication and network presence would still be available but without the data (e.g. www.essex.ac.uk), this is of limited use. The secondary server room is much smaller and can only host a limited number of servers.

What can be done to improve the situation?

Firs we have to decide what our actual requirements and priorities are. To understand this, we will first categorise the data and then look at options for ensuring that that data is appropriately protected.

Sources of data

Main university website.

The loss of the main University website is generally considered to be a major problem. In the event of a major disruption to the University IT infrastructure, having this online quickly is essential; initially for good public relations and then for the internal services to students and staff.
Whilst there is a considerable amount of unnecessary information on the main university website (70Gigabytes (GB) of data can't all be corporate information), it is hard to separate the essential from the non-essential. We would therefore suggest that it all be considered essential. As the loss of the website 18 months ago showed, recovery from backup data can be difficult. At that time, the recovery took over 30 hours - the recovery being compounded by a number of unexpected problems (we would normally expect a recovery time of around 3 hours for this amount of data).

The Web Support Unit has been working on a highly redundant setup that would have nodes in each server room but this has presented difficult technical challenges is still ongoing. The main web servers would each have mirrored pools of local disk. Ensuring that this is working acceptably would reduce the risk to an appropriate level for web serving.

Email systems.

The University email system consists of two primary components - exim gateway servers to handle acceptance of incoming email and exchange email servers that store the message data.

exim servers - we already have three exim servers located in two physical locations. Losing one location would mean that the remaining servers are potentially overloaded but incoming email should still function.

exchange email servers - we currently have 6 email servers located in one server room. Should that location be lost, we would have no remaining servers. Whilst it might seem desirable to have three email servers in each of two locations, this doesn't really help much for those whose email servers are in the location that has been lost. These servers hold over 350GB of email with this figure rising daily.

M: drives (home directories).

The University has 8 M: drive servers - all hosted in the same server room, 6 being hosted on the SAN. In the event of this server room being out of action for an extended period, much of the administrative side of the University would probably still function but the academic side (particularly for students' ongoing coursework) might be severely affected. The amount of data held on the M: drives is currently 700GB.
Departmental drives

We have one primary server for departmental shared area drives and the loss of this would particularly affect administrative staff (including departmental administrative staff) heavily but would also impact on academic and teaching support. The amount of data held on this one server is currently 200GB.
Other data

In general, most data can be categorised into one of the above and the other sources of data can be handled on a case by case basis.

Solutions.

There are many possible solutions possible to solving the problems listed above and many factors to consider. In looking for solutions, we take into account issues such as

· Capacity and growth – e.g. how much capacity is provided and how easy is it to increase the capacity

· Performance – e.g. how well the solution performs for both normal and DR use

· Reliability/Resilience – e.g. how does the solution affect these key objectives

· Risk reduction

· Recovery – e.g. given this solution, how quickly can a recovery from various disasters be completed.

· Cost

In general, there are a number of ways of achieving highly available systems.
· Clustering with shared disk.
This is highly application dependent and so will work with Microsoft Exchange but not necessarily with IIS. This still suffers if the shared disk is lost. For this solution to work in a DR scenario, the disk must be shared across a wide area network. Both iSCSI and SAN technology can be used for this but both come at a high cost. Whilst this may be a workable solution for certain applications (like Microsoft Exchange), it isn't good as a generic solution.

· Clustering with synchronised disks.
This is an expensive option and generally relies on two SAN installations with expensive SAN replication software. This is generally similar to clustering with shared disk but would cost more due to the additional hardware and software required to synchronise the disks.

· Using  'hot spare' systems with recent updates of data.
This is generally cheaper to implement – you mirror the main server periodically and can only run the hot spare from the last mirror image. This type of solution is relatively good for one or two systems but does require having redundant systems for use as the hot-spares. It therefore doesn't scale well.

· Virtualising servers (using VMWare).
So long as the underlying data is available, you can boot the machine image from any VMWare server that has access to the image. When coupled with a SAN, this solution provides a good level of server protection since the loss of one server can be easily recovered from. When coupled with multiple SANs in different locations, this provides a good solution for fault tolerance, redundancy and recovery from disaster in one location. Additional features mentioned above (such as mirroring) can add additional redundancy.

· Replicate and relocate servers (without SAN).
This would require a larger second server room and careful consideration given to replication methods etc. It ultimately doesn't scale well.

· Use fully replicated SAN storage for all important servers.
This is the most costly option but would represent the most fault tolerant option.

Main University website

As this is so crucial, we should invest more time in ensuring that either the current solution will work or find other means. Whilst we would be able to get real-time SAN replication of the web servers, the cost would be very high and is unlikely to be justifiable. Instead, focusing on ensuring that the web server is both resilient and can be served from both locations would be enough – it wouldn't matter if the data were a few hours out of date. Using a SAN for the data storage of the web information isn't imperative but would have some advantages.

Email servers

It would be highly desirable to ensure the following.
a) All email data were held on the SAN.
b) Half of the email servers were in each server room on VMWare servers (this would allow for rapid recovery of lost servers should one server room or SAN be unavailable for an extended period of time.

c) All staff mailboxes be spread across all email servers but that staff mailboxes be separated from student ones (this is possible due to the way we configure our exchange servers). This would allow staff mailboxes to be recovered independently of student ones in the case of a major disaster.

d) Investigate other technology solutions such as Hierarchical Storage Management (HSM) products solutions such as eMail Extender, CommVault or KVS to ensure that we can better manage the capacity requirements for staff mailboxes. This technology operates a tiered approach to storage with less frequently accessed data pushed to lower cost and lower performing storage media automatically.
As we currently backup all the exchange servers from the main server room to the secondary server room, mirroring this arrangement would help any DR procedures.

M: drives (home directories)

As all 8 servers are located in one server room (with the exception of East15 and Southend staff and students whose home directories are at their respective sites), serving all these via VMWare and SAN would give the greatest flexibility. Given the relative low impact of losing home directories, relying on recovery from tape would be acceptable. However, directly attaching our tape backup system to the SAN would increase both backup and recovery times.

Departmental drives

The amount of data now on this server is greater than almost all other systems. The backup of this server already takes a long period in the backup schedule. Having its disk served from a SAN would be highly desirable and having the tape backup system directly attached to the SAN would improve backup and recovery speeds. Incremental backups to another SAN from where we could serve the data would be highly desirable.

Other solutions

We have already mentioned eMail eXtender and similar solutions above. These automatically move infrequently accessed items (files, emails etc) off the main storage devices and on to cheaper (and slower) storage which needs backing up less often. This then allows better use of our active storage. In the event of a disaster, we concentrate on recovering the active data which is therefore a much smaller set than it might otherwise be. This results in a faster recovery. Using this type of solution may also work well for the departmental files and could allow us to meet a reduced SAN requirement with a smaller, cheaper SAN solution.

Recommendations
There are a myriad of possible technical solutions, however, we believe there are three main options to choose from:
· Do nothing and just keep going with the current model. As we are already concerned about the exposure that this model creates, this is not recommended.

· Adopt a fully managed dual SAN solution and ensure that all important data is mirrored between two locations. This is likely to cost over £300,000 in the first year. Whilst attractive ISS do not believe that this is necessary as the cost is high relative to the benefits.
· Determine our real needs and implement a solution that meets those needs whilst ensuring that budgetary requirements are kept to a minimum. It is this model that is recommended and expanded upon below.

We propose that adopting the third option should provide for much higher reslience than currently possible whilst not introducing more technology that absolutely necessary (e.g. not going for the high specification, high-cost solutions).

Since we already have an investment in both SAN and VMWare infrastructure and since both these provide the foundations for a resilient, fault tolerant set-up, the main focus is on adding additional infrastructure to expand and enhance this foundation. In our budgetary forward look last year, we had earmarked £36,000 for additional SAN infrastructure for 2007/08 but we feel that we can't achieve any additional benefits unless we make a substantial change in a single year.

Therefore we recommend the infrastructure solution itemised below. Items are listed in order of priority with some items dependent on others (costs are indicative).
1. Introduce a new SAN in the secondary server room with at least 5 Teragbytes (TB) of storage along with at least 3 new VMWare servers attached to this SAN.
This will allow us to have two discrete pools of storage and servers and serve most of the email, M: drive and workgroup data from them. We could also use this for web information storage if other solutions are less satisfactory.

cost: £75K (including 5 years warranty)

2. Integrate tape library into SAN.
This will allow for much faster backups (and restores) of data to SAN disk.

cost: £25K

3. Trunk both SANs together (requires 1)
This will allow for VMWare servers attached to either SAN to run virtual servers from either SAN. This removes problems such as that caused by the downtime required in the near future – we can run the critical servers from the VMWare servers in one server room.

cost: £8k 

4. Implement HSM type disk and email archiving solutions.
This will allow us to get on top of some elements of storage growth and enable mailbox quotas for most staff to be increased considerably.

cost: £25k - £80k depending on options

5. Mirroring of 'key data' (requires 1, 2, and 3)
This would require extra software licenses and disk space to be purchased to enable to mirrors to be created and setup.

cost: £25k or more (depending on amount mirrored)

In terms of reliability and resilience, it would be best to attempt to implement items 1- 3 above within one financial year – 2007/08 is proposed. Whilst (4) isn't dependent on the other infrastructure items, it would nevertheless help manage storage growth which feeds into this wider discussion. Item (5) is dependent on items (1-3) and is highly desirable for a few specialist services such as the Departmental and Workgroup shared directories.

Procurement

Whilst our traditional procurement model has been to purchase outright, other purchasing models such as leasing would enable the costs to be spread over multiple years with little difference in the overall final expenditure. Thus, we may be able to consider implementing most of the recommendations within one financial year by spreading the financial commitment over successive years.
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