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Abstract— Putting an animated face on an interactive robot
is great fun but does it actually make the interaction more
effective or more useful? To answer these questions, human-
robot interactions using text, audio, a realistic avatar, and a
simplistic cartoon avatar were compared in a user study with 24
participants. Participants expressed a high level of satisfaction
with the accuracy and speed of all the interfaces used. Although
the response time was longer for both the cartoon and realistic
avatar interfaces (due to their increased computational cost),
this had no effect on participant satisfaction. Participants found
the avatar interfaces more fun to use than the traditional
text- and audio-based interfaces, but there was no significant
difference between the two avatar-based interfaces. Putting a
face on a robot may make a robot more fun to interact with,
and the face may not have to be that realistic.

I. INTRODUCTION

From their experience with robots on TV and in the
movies, naı̈ve users expect robots to present a human-like
appearances and expressions, and to respond in a natural
and appropriate manner. But are such approaches really what
the user wants and are they really effective? Is it better to
put an animated face on the robot or is a traditional text or
audio interface more effective? To consider these questions
we used an approach similar to Liang et al. [1] to evaluate
the relative performance in responding to queries with a text-
only response (T), an audio-only response (A), an avatar
response that relies on a cartoon 3D avatar (CA) (Fig. 1a)
and a realistic avatar (RA) (Fig. 1b). All interfaces used
a common underlying speech recognition and knowledge
engine to obtain text responses to participant queries: The
text interface displayed the response as text on a screen
and then displayed a text prompt that indicates that the
interface was ready for the next question. The audio interface
generated an audio response, played the audio response,
then displayed a text prompt indicating that the interface is
ready for the next question. The cartoon avatar provided an
audio response loosely synchronized with a cartoon avatar.
The cartoon avatar synchronized its lip motion with the
audio using two visual states, mouth closed and mouth
open, to provide simple and computationally inexpensive lip
synchronization to the audio responses. The realistic avatar
played the audio response synchronized with the animated
character. The design of the realistic avatar is sketched below
and for a more complete description of the realistic avatar
interface see [2]).

A questionnaire was administered to each participant be-
fore the experiment and after their interaction with all of the
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interfaces. The responses captured participants’ demographic
data and their perceptions of the interfaces. After interacting
with a given interface interaction, information related to that
interface was gathered.

The results presented here are part of a larger study
[3]1. The empirical evaluation and analysis follows methods
detailed by MacKenzie [4]. Ethics approval for this study was
granted from the Office of Research Ethics of an anonymous
university.

II. PRIOR WORK

An artificially intelligent agent is an autonomous entity
that observes the environment through sensors and acts upon
it using actuators, directing its activity towards achieving a
specific set of goals [5]. An intelligent agent has applications
in almost every field. A common theme in intelligent agents
is the use of anthropomorphic features as a mechanism to
structure interactions with the user. Putting a “head” on the
intelligent agent gives the user something to talk to. This
concept of an interactive avatar can be found in interactive
displays more generally. Interactive avatars and virtual agents
have been used as the basis of the interface for a range of
applications including home care monitoring and compan-
ionship (see[6]), and interactive avatars are commonplace
in online shopping (see[1], [7], [8]). Interactive avatars are
inherently multi-modal in nature and can enable a more
intimate relation between the user and the avatar then is the
case for more traditional user interface technologies [5]. But
what are the appropriate set of interactive modalities to use
in an intelligent agent and what is the necessary fidelity of
these modalities?

An interactive avatar typically relies on text to speech and
speech understanding technologies to provide voice inter-
action and couples this with a synchronized visual display.
Applications that use natural language as an interface engage
in conversations as humans naturally do. There are many
examples of this type of interaction including commonality
systems such as Siri [9], Alexa [10] and Cortana [11]. But
what are the advantages and disadvantages of the various in-
teraction approaches? For example, Medicherla and Sekmen
[12] report results of a user study that indicates that voice-
control and the ability of spatial reasoning were reliable
indicators of efficiency in robot teleoperation. In this study
75% of the subjects who demonstrated a high ability to apply
spatial reasoning favored using voice-control over manual
control. But are voice-based interfaces preferred? Voice-
based approaches can produce realistic audio, but human
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(a) CA (b) RA

Fig. 1: The avatar-based interfaces used in this study. (a)
The cartoon avatar interface (CA). (b) The realistic avatar
interface (RA). Both avatars are synchronized to the audio
utterances. The cartoon avatar relies on a simple open/close
mouth lip synchronization, while the realistic avatar uses a
more sophisticated synchronization process.

perception is multi-sensory. Humans use multiple senses
when interacting with their environment. We combine audio
information and the movements of the lips, tongue and other
facial muscles generated by a speaker in order to recognize
emotion and behavior [13]. HRI systems that combine audio
and a visual talking realistic head rendering of an utterance
are likely to improve a user’s perception of the interaction
over interaction devices that lack these features. But are
people more comfortable in interacting with realistic human
avatars?

When humans interact and collaborate with each other
they use verbal and nonverbal signals to coordinate their
turn-taking actions [14]. These signals are communicated in
many ways including through expressions of facial and vocal
cues. Social robots of the future are expected to interact
with “naı̈ve” humans, thus, it would seem to be critical
that these social robots simulate and recognize these cues.
Skantze [14] reviews a number of studies showing that
humans in their interaction with a human-like robot make
use of coordination cues found in human-human interaction.
This study also shows that it is possible for a robot to detect
these cues in humans and then use them to facilitate real-
time coordination. Given that it is possible to recognize and
simulate such cues, is it desirable?

The perception of social robots varies from individual to
individual. The representation, behavior and visual character-
istics of a robot can have an effect on the user’s perception
of the agent, it’s intelligence and perceived safety during
the interaction. For example for elderly users, the perception
of a robot avatar changes with the simulated age of the
avatar [15]. There is even evidence that some people prefer
to talk to robots rather than with other people under certain
circumstances. For example, Niemelä et al. [7] showed that
people tend to respond positively to social service robots
in field trials in public places. The results of the survey

conducted by Niemelä et al. [7] indicate a high social
acceptance among humans engaging with service robots in
a shopping mall. However, it is unknown how their opinions
and attitudes might evolve if the same robot continues to be
presented in the same service after any novelty effect wears
off.

Researchers have been redesigning robots to look and
sound more like humans. For example, Di Salvo et al.
[16] identified features and dimensions that can be used to
modulate how a human-like robot head will be perceived.
Walters et al. [17] investigated people’s perceptions of dif-
ferent robot appearances and found that participants tended
to prefer robots with more human-like appearance and at-
tributes. However, the study also found that participants with
lower emotional stability tended to prefer the mechanical
looking appearance. Kalegina et al. [18] suggest that there is
preference for varying levels of realism in robot faces based
on context, indicating different levels of realism suit different
jobs. Broadbent et al. [19] reported that humans found robots
with a human-like face display to be less sociable and less
trustworthy. These results suggest that the more human-like a
robot’s face display is, the more people attribute personality
characteristics to it.

III. METHOD

Participants. Twenty-four English-speaking subjects partic-
ipated in the study. The participants were divided randomly
into four gender balanced groups to counterbalance the order
of testing and to offset any learning effects. Each participant
experienced all four interfaces. Participants were between 18
and 34 years of age (x̄ = 22.1). Participants’ education level
ranged from a four year bachelor degree to a PhD degree.
Participants received a ten dollars gift card as an incentive
for participation.

Apparatus. Prior to the experiment a questionnaire was used
to gather information about and from the participants. A
second questionnaire was provided after the experiment to
gather information about the participants’ experience in the
experiment. Testing was performed using a laptop (a Hewlett
Packard with Intel Core i7-8550U Processor at 1.8 GHz
processor, 16 GB DDR4 (2-DIMM) RAM, 1 TB 7200 RPM
SATA Hard Drive and a 15 inch screen). For audio input
and output, the laptop’s microphone and speaker were used.
The laptop used software developed under Ubuntu 16.04.3
LTS (Xenial Xerus) that animated the 3D avatar response,
animated the 3D cartoon avatar response, and obtained audio
and text responses.

The Interfaces. Four approaches were compared, in which
voice-based participant queries were responded to using a
text-only response (T), an audio-only response (A), an avatar-
based response that relies on a cartoon 3D avatar (CA),
and an avatar-based response that relies on a realistic 3D
rendered avatar (RA). The interfaces used a common un-
derlying speech recognition and knowledge engine to obtain
text responses for participant queries but differed in how
responses were presented to the participant.



Fig. 2: The ten question categories and a sample question
from each category.

The text interface displayed the response as displayed text
on a laptop screen and then displayed another text message
to indicate that the interface was ready for the next question.

The audio interface used the text response to generate
an audio response; it played the audio response and then
displayed a text message on the laptop screen to indicate
that the interface was ready for the next question.

For the cartoon avatar response animations were pre-
rendered on the local machine. The cartoon avatar presents in
two states; mouth closed and mouth open, and this provides a
simple and computationally inexpensive Lip-synchronization
to the responses. The cartoon avatar uses the generated audio
response and plays this synchronized with the animated
character.

The realistic avatar utilizes the approach described in
[anonymous] that leverages a number of cloud-based soft-
ware components. It relies on a speech-to-text recognition
module, a knowledge engine, a text-to-speech engine, a 3D
character designing program, a 3D animation program, and
a lip-syncing plugin for the animation program that extracts
the sounds in words, maps them to mouth shapes and plots
them according to duration and occurrence in the text in
real time. Lip-synchronization is animated based on the
utterance and an Avatar Delay Graph (ADG) is used to
animate the avatar between utterances. The realistic avatar
uses the text and audio generated for lip synchronization
animation. An expression package controls the animated
character’s mood and facial expressions. Recognizing that the
use of cloud-based resources will introduce unwanted delays
in the recognition and rendering process, the realistic avatar
utilizes: (i) an adaptive parallelization strategy that leverages
cloud-based rendering resources to minimize the latency
itself, This rendering farm is used to provide an actual lip
synchronization of all the sounds in the response in real-time.
(ii) an “idle loop” process to obscure any resulting latency in
the recognition, response and rendering process. This process

Fig. 3: Mean response generation delay (s) by interface.
Error bars show ±1 SD. Post hoc testing reflected that all
pairwise comparisons are statistically different except the
text interface (T) with the audio interface (A).

animates the avatar puppet between utterances so that the
character being rendered is not still but rather appears to
interact with external users even when not being spoken to
directly. This process also further obscures rendering latency.
Procedure. Experimental trials took place with the partici-
pant seated at a desk equipped with a laptop. Each participant
was briefed on the purpose of the experiment and read and
signed an informed consent form. Using the computer, the
biographic questionnaire was presented. Upon completing
this questionnaire, the participant was shown their first
interface. Each participant was asked to use the interface to
ask a list of questions of the interface. Questions to be asked
by the participants to each interface were presented to the
participant on a sheet of paper. Each interaction with a given
interface consisted of the participant asking the interface
ten questions. For each question the participants asked the
question and waited for the response. Once all interactions
with a given interface were completed, the participant moved
on to the next interface. The interfaces were presented in
a counterbalanced order. Following the forth interface, the
participants completed the exit questionnaire. All participants
asked the same set of 40 questions, broken down into ten
categories. Each category contains four questions of a similar
nature. See Fig. 2 for the ten groups of questions and sample
questions from each group .

Design. As the individual question categories are uninter-
esting we average quantitative measures related to timing
over the question categories. This results in a within-subjects
design with one factor (interfaces) having four levels; the
Text (T), Audio (A), Realistic Avatar (RA) and Cartoon
Avatar (CA) interfaces.

Recommendations provided by Zhao[20] were used to
help design the questionnaires used. The questionnaire com-
pleted prior to the experiment focused on collecting infor-
mation about the participant. After interactions with the four
interfaces were completed the post-experiment questionnaire
focused on quality metrics described in [21] and include
functionality (Executes requested tasks, Accuracy of output,



Fig. 4: Mean query failure rate (%) by interface. Error bars
show ±1 SD. Post hoc testing showed that the audio interface
(A) has a significantly different query failure rate than the
other interfaces.

Fig. 5: Input time (s) by interface. The audio interface (A)
has a significantly lower input time than the other interfaces.

and General ease of use), Humanity (Convincing, Satisfying,
and Natural interaction), Affect (Makes tasks more inter-
esting and fun), and Ethics and behavior (Trustworthiness).
The questions in the post evaluation questionnaire were
taken from or inspired by the work of Jaferian[22] and
other post-evaluation human-computer interaction including
[23][24][25][21]. The study also makes use of some ques-
tions in the usefulness and ease of use categories from
the Perceived Usefulness and Ease of Use Questionnaire
(PUEU)[25], from the Computer System Usability Question-
naire (CSUQ) and the After-Scenario Questionnaire (ASQ)
[24]. Questions were either used unchanged or after minor
modification to harmonize the question style.

IV. RESULTS

For purely quantitative data, a repeated measures ANOVA
was performed. For other measures a Friedman non-
parametric test was used. An application by MacKenzie
called GoStats [26] was used to analyze the collected data
using the required method of analysis.

Fig. 6: Mean participant satisfaction with the interactions.
Error bars show ±1 SD. Post hoc testing showed that the
audio (A) interface is significantly different from the other
interfaces.

Response generation delay. The response generation delay
is the time it takes the response system to be able to respond.
The response generation delay starts after the participant
finishes asking a question and ends once a response is ready
to be presented. The means for response generation time
by interface were Text (T): 3.25 (s), Audio (A): 3.50 (s),
Cartoon Avatar (CA): 3.96 (s), and Realistic Avatar (RA):
6.07 (s) as shown in Fig. 3. The main effect of interface
type on response generation time was statistically significant
(F3, 60 = 188.2, p < .0001). A Bonferroni-Dunn post hoc
test revealed that all pairwise comparisons were statistically
significant except for the text and audio interface pair. The
text and audio interfaces generated responses faster than the
avatar interfaces and the cartoon avatar produced a response
faster than the realistic avatar.

Input time. Input time is the duration of the recognized
speech uttered by the participant. By interface, the input
times were text (T): 2.83 (s), audio (A): 2.12 (s), cartoon
avatar (CA): 2.72 (s), and realistic avatar (RA): 2.68 (s).
See Fig. 5. There was a significant effect of interface on
input time (F3, 60 = 25.9, p < .0001). A Bonferroni-Dunn
[4] post hoc test revealed that all pairwise comparisons with
the audio interface were statistically significant. Input time
for the audio interface was significantly less than the other
interfaces.

Query failure rate. Query failure rate is the percentage
failure (not getting a successful response). The means for
Query failure rate by interface were Text (T): 3%, Audio (A):
12%, Cartoon Avatar (CA): 3%, and Realistic Avatar(RA):
4% as shown in Fig. 4 . The main effect of interface on
query failure rate was statistically significant (F3, 60 =
6.228, p < .001). A Bonferroni-Dunn post hoc test revealed
that all pairwise comparisons with the audio interface were
statistically significant. The audio interface had a higher
query failure rate than the other interfaces.



Fig. 7: Mean participant satisfaction with time to obtain a
response by interface. Error bars show ±1 SD. Post hoc
testing showed that the text (T) interface is significantly
different from the other interfaces.

V. QUESTIONNAIRE RESULTS

The questionnaire responses were analyzed using the non-
parametric Friedman test.

Participant satisfaction with the interaction. The means
of participant satisfaction level with the interaction by in-
terface (1 = lowest level, 7 = highest level) were Text
(T): 6.625, Audio (A): 5.458, Cartoon Avatar (CA): 6.333,
and Realistic Avatar (RA): 6.416 are shown in Fig. 6. All
interfaces have a high level of participant satisfaction with
the interaction. The audio interface had the least partici-
pant satisfaction level. There was a significant difference
in the level of participant satisfaction with the interfaces
(χ2 = 11.826, p < .01, df = 3). A Conver’s F post hoc
test revealed that all pairwise comparisons with the audio
interface were statistically significant. Participants were least
satisfied with the audio interface.

Participant satisfaction with the time to obtain a response
from the interface. The means of participant satisfaction
level with the time to obtain responses by interface (1 =
lowest level, 7 = highest level) were Text (T): 6.125, Audio
(A): 4.916, Cartoon Avatar (CA): 5.041, and Realistic Avatar
(RA): 5.5 are shown in Fig. 7. All interfaces have a high level
of participant satisfaction. There was a significant difference
in the level of participant satisfaction with the amount of time
to obtain responses by the interfaces (χ2 = 10.243, p <
.05, df = 3). A Conver’s F post hoc test revealed that
only pairwise comparisons with the text interface were
statistically significant. The text interface had the highest
level of participant satisfaction with the time to obtain a
response.

Participant perception on accuracy of the response of
a given interface. The means for participant perception
level on accuracy of the responses by interface (1 = lowest
level, 7 = highest level) were Text (T): 7, Audio (A):
6.083, Cartoon Avatar (CA): 6.75, and Realistic Avatar
(RA): 6.79 are shown in Fig. 8. All interfaces have a
relatively high level of participant perception on accuracy

Fig. 8: Mean participant perception on accuracy of the
responses. Error bars show ±1 SD. The variance in the text
interface data is zero. All participants selected level 7 for
the text interface. Post hoc testing showed that the audio (A)
interface is significantly different from the other interfaces.

of the responses. The audio interface has the lowest level of
participant perception of accuracy of the responses. There
was a significant difference in the participant perception
on the accuracy of the responses given by the interfaces
(χ2 = 14.143, p < .01, df = 3). A Conver’s F post hoc
test revealed that only pairwise comparisons with the audio
interface were statistically significant. Participants perceived
the audio interface as being less accurate than the other
interfaces.

Participant perception of how fun each interface is to
use. The means for participant perception level of how fun
each interface is to use by interface (1 = lowest level, 7
= highest level) were Text (T): 4.875, Audio (A): 5.041,
Cartoon Avatar (CA): 5.708, and Realistic Avatar (RA):
5.958 are shown in Fig. 9. All interfaces have a relatively
high level of participant perception of how fun each interface
is to use. There was a difference in the participant perception
of how fun each interface is to use (χ2 = 16.746, p <
.001, df = 3). A Conver’s F post hoc test revealed that
all pairwise comparisons with the avatars interfaces were
statistically significant. Participants found the avatar-based
interfaces more fun to use.

Participant preferences between the text-based and
audio-based interfaces. Fig. 10 illustrates the number of
participants that selected each level of preference for these
two interfaces. Eleven of 24 participants were highly confi-
dent with their preference for the audio-based interface over
the text-based interface. In total there were 8 participants that
preferred text and 14 that preferred audio. Two participants
did not have a preference.

Participant preferences between avatar-based and audio-
based interfaces. Fig. 11 shows that 9 of 24 participants
were highly confident with their preference of the avatar-
based interfaces over the audio-based interface. In total there
were 10 participants that preferred the audio-based interface



Fig. 9: Mean participant perception of how fun each interface
is to use. Error bars show ±1 SD. Post hoc testing showed
that pairwise comparisons with the avatar interfaces are
significantly different.

Fig. 10: Participant preferences between the text-based and
audio-based interfaces.

Fig. 11: Participant preferences between avatar-based and
audio-based interfaces.

and 14 that preferred the avatar-based interfaces.

Participant preferences between realistic avatar-based
and cartoon avatar-based interfaces. Fig. 12 shows that 9

Fig. 12: Participant preferences between realistic avatar-
based and cartoon avatar-based interfaces.

of 24 participants were highly confident with their preference
of the realistic avatar interface over the cartoon avatar
interface.

VI. DISCUSSION

Participants in general expressed a high level of satisfac-
tion with the responses and the speed and accuracy of the
responses for all interfaces tested. Participants in general
found all interfaces to be fun to use, again suggesting
that all interfaces could be used to develop human-robot
interaction systems. The study also requested feedback on the
participants general preferences among types of interfaces. In
general participants preferred the audio interface over the text
interface, the avatar interfaces over the audio interface and
the realistic avatar interface over the cartoon avatar interface.

The text interface had the lowest response generation time
and the realistic avatar interface had the highest response
generation time. There was a significant difference between
the response generation time of the text interface and the
other interfaces. This is to be expected as the text interface
displays the result as text while the other interfaces require
additional processing. As the complexity of the user interface
increased so did the necessary processing time.

The text interface had the highest level of participant
perception in terms of the accuracy of responses, however
it was not significantly higher that the avatar interfaces.

Input time in the audio interface was significantly less
than with the other interfaces, indicating that participants
spoke faster when asking questions using this interface.
The audio interface also had a higher query failure rate
possibility as a result of the use of this strategy. Hong and
Findlater [27] support this conclusion. They suggest that
faster speech results in more errors in speech recognition. But
why did the participants speak faster in this condition? This
may be related to the cognitive structure of the audio-only
condition within which participants had no other competing
tasks (in the text condition they had to read the on-screen
responses while in the avatar conditions the participant was
also engaged with the on-screen avatar). Eichornt et al. [28]
conclude that distractions during speech leads to a reduced
“speech rate”.



Although participants showed a high level of satisfaction
with the time taken to obtain a response and the accuracy
of the audio interface, the satisfaction level was significantly
lower than the other interfaces. This may be due to the audio
interface having a higher query failure rate. Several studies
[29], [30], [31] conclude that errors in interactions are asso-
ciated with lower general satisfaction. Adding either a carton
or realistic avatar to the audio response improves perceived
accuracy and the perceived fun of using the interface.

Even through the response time for the realistic avatar
was significantly higher than that for the other interfaces,
participants still expressed a high satisfaction level with
the time required to obtain responses from the avatar-based
interfaces. There was no significant difference in participant
satisfaction with the time to get responses from the realistic
avatar interface, the audio interface and cartoon avatar in-
terfaces. Participants also found the avatar interfaces to be
significantly more fun to use than the other interfaces.

VII. SUMMARY AND FUTURE WORK

Technologies exist that can be used to put a realistic avatar
face on a robot, but is the added effect required to render
the avatar worthwhile? Here we described an empirical eval-
uation of interaction through text (T), Audio (A), Realistic
Avatar (RA) and Cartoon Avatar (CA) interfaces. As antici-
pated the time to obtain a response was significantly higher
for the avatar interfaces. This however, had no significant
effect on the participant satisfaction with the responses given
by these interfaces. The audio-only interface had a lower
user satisfaction. The high query failure rate may explain the
significantly lower satisfaction level shown by participants
for the audio interface. In general, participants expressed a
high level of satisfaction with the accuracy and speed of all
the interfaces. They also expressed that all interfaces were
fun to use. The realistic avatar was found to be more fun
the cartoon avatar, although this difference was not found
to be significant. Participants found the avatar interfaces to
be significantly more fun than the other interfaces. If robots
are to be “your plastic pal who’s fun to be with”2 then it
may be prudent to put a face on the robot. But it may not
be necessary to make the avatar that realistic. A cartoon-like
avatar may be sufficient.
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