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We select the eyes within social stimuli 

  

Yarbus (1967) 

EYE MOVEMENTS DURING FACE LEARNING 101

first to establish that participants did, in fact, sponta-
neously make eye movements in the free viewing condi-
tion of the learning session. Inspection of the data indi-
cated that all participants spontaneously moved their
gaze over all the presented faces (i.e., 100% of the trials)
during free viewing learning. Figure 2 shows a typical
scan pattern of fixations and saccades made on a single
face by a single participant during this session. Mean
fixation duration was 318 msec and mean saccade length
was 2.09º in the free viewing learning session.

To quantify the dispersion of eye fixations observed
over the faces during face learning, each face was divided
into seven nonoverlapping regions corresponding to the
principal facial features (see Henderson et al., 2001;
Minut, Mahadevan, Henderson, & Dyer, 2000). These fea-
tures corresponded to (1) eyes, (2) nose, (3) mouth, (4)
ears, (5) chin and neck, (6) cheeks, and (7) forehead and
top of head. Figure 3 shows the mean proportion of trials
in which each of these regions was fixated at least once per
face, collapsed across faces and participants. As can be
seen in Figure 3, every participant fixated the eyes, and
most participants fixated the nose and mouth of every face.
The heavy emphasis on these features is similar to the data
reported for fixation distributions during face recognition
(Groner et al., 1984; Henderson et al., 2001; Janik et al.,
1978; Walker-Smith et al., 1977). The forehead also re-
ceived a relatively high proportion of fixations, perhaps
reflecting the fact that hair and hairline are typically
strong cues to face identity.

We also examined the total amount of time each fea-
ture was fixated in the free viewing condition of the
learning phase. As shown in Figure 4, participants de-
voted the majority of fixation time to the eyes and much
less time to the other features of the face. Participants
spent just over 4 sec of the 10 sec of learning time for
each face examining the eyes, whereas each of the other
features was examined for 1 sec or less. This analysis
once again shows the dominance of the eyes as an im-
portant feature for face learning.

In summary, participants spontaneously moved their
eyes during the free viewing face learning session, and

Figure 2. Example eye-movement pattern generated by one
participant during the learning session. Straight lines represent
saccades, and circled dots represent fixations.

Figure 3. Mean proportion of trials in which each face region was fixated at least once dur-
ing free viewing learning. Error bars represent standard errors.
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These faces were organised into categories based on actual face age (grouped into 

seven decades: 20–29, 30–39, and so on up to 80–89 years), gender (male or female), and 

DWWUDFWLYHQHVV��DWWUDFWLYH�RU�XQDWWUDFWLYH���UHVXOWLQJ�LQ����SRVVLEOH�DJH�JHQGHU�DWWUDFWLYHQHVV�
FODVVL¿FDWLRQV� ���î���î����� �)DFHV�ZHUH�¿UVW� VSOLW�DV�DWWUDFWLYH�RU�XQDWWUDFWLYH�EDVHG�RQ� WKH�
subjective consensus of our research group, with each face being rated on the 7 point scale by 

the authors. This initial dichotomization (5–7 = attractive; 1–3 = unattractive) was carefully 

DSSOLHG�DQG�ODWHU�YDOLGDWHG�E\�SDUWLFLSDQWV¶�DFWXDO�DWWUDFWLYHQHVV�UHVSRQVH�UDWLQJV���)DFHV�ZHUH�
paired into representatives of all possible age, gender, and attractiveness combinations, and 

64 pairings were compiled into a single set. A 7 point scale for either age rating (20–29 

WR� ��±��� \HDUV�� RU� DWWUDFWLYHQHVV� OHYHO� ��� �QRW� DW� DOO� DWWUDFWLYH�� �� �H[WUHPHO\� DWWUDFWLYH��
ZDV�SODFHG�XQGHU�WKH�WZR�LPDJHV�� �7KH�LPDJHV�ZHUH�VHSDUDWHG�E\�D�FHQWUDO�¿[DWLRQ�FURVV��
7ZR�H[DPSOH�SDLUV�RI�IDFHV�DUH�VKRZQ�LQ�¿JXUH���

Two possible variations of each pair were compiled and used equally across participants: 

one where a given face of the presented pair was on the left and another where it was on 

20–29 30–39 40–49 50–59 60–69 70–79 80–89 20–29 30–39 40–49 50–59 60–69 70–79 80–89

20–29 30–39 40–49 50–59 60–69 70–79 80–8920–29 30–39 40–49 50–59 60–69 70–79 80–89

Figure 1. 6WLPXOXV� SUHSDUDWLRQ� DQG� VDPSOH� DJH�UDWLQJ� WULDO�� 6SOLW� ELODWHUDOO\� E\� D� FHQWUDO� ¿[DWLRQ�
FURVV�SUHVHQWHG�¿UVW��WZR�IDFHV�ZHUH�SDLUHG�DQG�VLPXOWDQHRXVO\�SUHVHQWHG��6XEMHFWV�HVWLPDWHG�WKH�DJH�
of each face based on the age-rating scale presented below each image (20–29, 30–29 … 80–89). 

When rating attractiveness, the age-rating scale was replaced with a 7 point Likert scale (1 = not at 

DOO� DWWUDFWLYH���� �QHXWUDO���� �H[WUHPHO\�DWWUDFWLYH���5HVSRQVHV�ZHUH� UHFRUGHG�E\�D�PRXVH�FOLFN�RQ�
WKH�FRUUHVSRQGLQJ�ER[�� �D��%R[HV� UHSUHVHQW� ,$V�XVHG� IRU� ORRNLQJ�EHKDYLRXU�DQDO\VLV� �OHIW� ����\HDU�
ROG� DWWUDFWLYH�PDOH�� ULJKW� ����\HDU� ROG� DWWUDFWLYH�PDOH��� �E��%OXH� FLUFOHV� UHSUHVHQW� YLVXDO� ¿[DWLRQV��
QXPHULFDO�YDOXHV�UHSUHVHQW�¿[DWLRQ�GXUDWLRQ�LQ�PV��OHIW� ����\HDU�ROG�DWWUDFWLYH�PDOH��ULJKW� ����\HDU�
old unnattractive female). Note: f = forehead; g = glabella; e = eye region; n = nose; ck = cheek; 

l = lips; cn = chin. [In colour online, see http://dx.doi.org/10.1068/p7136]

(a)

(b)

Age and beauty are in the eye of the beholder 931

attractiveness ratings were again entered into a 2 × 2 repeated-measures ANOVA with face 
age (young vs old) and attractiveness (attractive vs unattractive) as previously described. 
7KHUH�ZDV�D�VLJQL¿FDQW�HIIHFW�RI�IDFH�DJH�RQ�DWWUDFWLYHQHVV�UDWLQJV��F1, 12 = 41.51, p����������

p
2h  = 0.78), where young faces were rated as more attractive (M = 3.56, SEM = 0.21) than 

older faces (M� �������6(0� ��������0RUHRYHU�� D� VLJQL¿FDQW� LQWHUDFWLRQ�EHWZHHQ� IDFH�DJH�
and face attractiveness on attractiveness ratings was found (F1, 12 = 6.23, p = 0.03, p

2h  = 0.34). 
Looking at the ratings in each group of this 2 × 2 design we can see that the difference in 
mean attractiveness rating between young and old faces is larger for attractive faces (young: 
M = 4.33, SEM = 0.21; old: M = 3.17, SEM = 0.25; t12 = 5.76, p����������WKDQ�XQDWWUDFWLYH�
faces (young: M = 2.79, SEM = 0.23; old: M = 2.04, SEM = 0.20; t12 = 6.08, p�����������7KH�
standardised effect size in each case is similar (ds = 1.60 and 1.72, respectively).

3.2 Eye movement results
Participants took a mean of 10.36 s (SEM = 1.13 s) to rate both faces on age, and they made 
������ ¿[DWLRQV� SHU� WULDO� RQ� DYHUDJH� �6(0� ��������$WWUDFWLYHQHVV� MXGJPHQWV� ZHUH� PDGH�
more quickly (M� ������V�� 6(0� ������V�� DQG� ZLWK� IHZHU� ¿[DWLRQV� WKDQ� DJH� MXGJPHQWV�
(M = 22.16 s, SEM = 1.62 s). Paired-sample t�WHVWV� FRQ¿UPHG� WKDW� WKH� WZR� WDVNV� ZHUH�
different in both duration (t12 = 2.25, p���������d� �������DQG�QXPEHU�RI�¿[DWLRQV��t12 = 2.30, 
p���������d� ��������7KH�¿UVW�¿[DWLRQ�ZDV�DOZD\V�RQ�WKH�FHQWUH��GXH�WR�WKH�DSSHDUDQFH�RI�WKH�
¿[DWLRQ�SRLQW�EHIRUH�HDFK�VWLPXOXV��)LJXUH��E�VKRZV�DQ�H[DPSOH�RI�WKH�¿[DWLRQV�PDGH�E\�
one subject viewing a pair of faces. The remainder of our results focus on how often, and 
KRZ�HDUO\��GLIIHUHQW�UHJLRQV�RI�LQWHUHVW�ZHUH�¿[DWHG�LQ�WKH�GLIIHUHQW�WDVNV��:H�SHUIRUPHG�WKLV�
DQDO\VLV�E\�GH¿QLQJ�VHYHQ�DUHDV�RI�LQWHUHVW�IRU�HDFK�IDFH��H\HV��JODEHOOD��QRVH��FKHHNV��PRXWK��
chin and forehead.

3.2.1 +RZ� RIWHQ�ZHUH� GLIIHUHQW� IDFLDO� IHDWXUHV� ¿[DWHG" Figure 4 shows the proportion of 
DOO�¿[DWLRQV�PDGH�RQ�HDFK�RI� WKH� UHJLRQV�RI� LQWHUHVW�� IRU� WKH�DJH�DQG�DWWUDFWLYHQHVV� UDWLQJ�
WDVNV��,Q�HDFK�FDVH��¿[DWLRQ�IUHTXHQFLHV�ZHUH�VXPPHG�DFURVV�ERWK�IDFHV�LQ�WKH�GLVSOD\�DQG�
H[SUHVVHG�DV�D�SURSRUWLRQ�RI�WKH�WRWDO�QXPEHU�RI�¿[DWLRQV�PDGH�LQ�HDFK�WULDO�

A  2 ×7 repeated-measures ANOVA was computed with factors of task (age vs attractiveness 
rating) and region type. This analysis demonstrated that there was a reliable effect of region type 
RQ�WKH�SURSRUWLRQ�RI�¿[DWLRQV��F6, 72 = 21.84, p���������� p

2h  = 0.65). There was no main effect 
of task (F1, 12 = 1.66, p = 0.22, p

2h  = 0.12), and no interaction (F6, 72 = 1.00, p = 0.43, p
2h  = 0.08), 

age rating
attractiveness rating
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Figure 4. 3URSRUWLRQ�RI�YLVXDO�¿[DWLRQV�RQ�JLYHQ�IDFLDO�LQWHUHVW�DUHDV�IRU�DJH�DQG�DWWUDFWLYHQHVV�UDWLQJ�
WDVNV��%DUV�UHSUHVHQW�WKH�SURSRUWLRQ�RI�¿[DWLRQV��D�QXPHULF�GHFLPDO�RI����SHU�ZKROH�WULDO���6(0�IRU�
ERWK�WDVNV��%RWK�WKH�H\HV�DQG�QRVH�UHJLRQ�DUH�RYHUUHSUHVHQWHG�DV�UHJLRQV�¿[DWHG�RQ�LQ�ERWK�DJH�DQG�
attractiveness rating tasks.
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Kwart, Foulsham & Kingstone (2012) 



We select the eyes within social stimuli 

  

Yarbus (1967) 
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Fixations to person ROI. To quantify these observations, the
percentage fixations to the face and body regions were calculated.
Figure 3 summarizes these data for the first three fixations in a trial
(on average, people were detected in less than three fixations). As
can be seen in Figure 3, this analysis also codes the body regions

for face-only scenes, the head for body-only scenes, and all of
these regions in no-person trials. This was done to provide a
baseline to quantify the extent to which these regions are fixated in
a scene when a person is visible compared to when a person is not
shown. A 4 (face-and-body, face-only, body-only, no person con-

Figure 2. An illustration of the scene stimuli and example scanpaths for each of the experimental conditions.
The initial fixation position is marked (!) and the fixations are numbered. The diameter of each marker indicates
the relative length of each fixation.
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We selectively attend to 
individuals in complex 
dynamic scenes 

 



Attention in a dynamic social scene 



Attention in a dynamic social scene 
79% of fixations are on a person 
 
54% are on the eyes 



Attention in a dynamic social scene 

Gaze is sensitive to the conversation 
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Attention in a dynamic social scene 

Gaze is sensitive to the conversation 
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Attention in a dynamic social scene 

Sound doesn’t change the bias to look at the eyes 

Foulsham & Sanderson (2013). Visual Cognition 



Looking at crowds 

Who gets looked at in a crowd? Are older people 
“invisible”? 



Looking at crowds 

  



Looking at crowds 
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Looking at crowds 
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Attention in a dynamic social scene 

Dynamic scenes reveal how we select social cues in a 
complex, multimodal situation and within a group 
 
…but these are still images of people who can’t look 
back and may not provide a real context 



 
We change our gaze when 
looking at real people 

 



Get real! 

  



Get real! 

  

Foulsham, Walker & Kingstone (2011). Vision Research 

Session 1 
 
Walk to the SU, buy a coffee and 
walk back 

Session 2 
 
Watch first-person video clips of the 
walk in the lab 



What do people look at? 



Get real! 

  



Looking at (real) people 

  



Looking at (real) people 

  



Get real! 

What we look at, and when, is different when there is 
a real context 
 
…this is particularly true for social stimuli 



Do people look at other people? 

  

Laidlaw, Foulsham, Kuhn & Kingstone (2011). PNAS 

In real life On video 



Do people look at other people? 

  On video 



Do people look at other people? 

  On video In real life 



Attention changes in the presence of others 

In the real world, we do not look at people in the same 
way as in an image 
 
This is likely because gaze is a communicative signal 
 
…studying this process requires measuring both sides 
of an interaction 



Gaze during an interview 



Real conversation 

 Ho, Foulsham and Kingstone (2015) 
 
Eyetracking both parties in a real conversation. 

Figure
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Speaking and Listening with the Eyes: Gaze
Signaling during Dyadic Interactions
Simon Ho1*, Tom Foulsham2, Alan Kingstone1
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Abstract
Cognitive scientists have long been interested in the role that eye gaze plays in social inter-
actions. Previous research suggests that gaze acts as a signaling mechanism and can be
used to control turn-taking behaviour. However, early research on this topic employed meth-
ods of analysis that aggregated gaze information across an entire trial (or trials), which
masks any temporal dynamics that may exist in social interactions. More recently, attempts
have been made to understand the temporal characteristics of social gaze but little research
has been conducted in a natural setting with two interacting participants. The present study
combines a temporally sensitive analysis technique with modern eye tracking technology to
1) validate the overall results from earlier aggregated analyses and 2) provide insight into
the specific moment-to-moment temporal characteristics of turn-taking behaviour in a natu-
ral setting. Dyads played two social guessing games (20 Questions and Heads Up) while
their eyes were tracked. Our general results are in line with past aggregated data, and using
cross-correlational analysis on the specific gaze and speech signals of both participants we
found that 1) speakers end their turn with direct gaze at the listener and 2) the listener in
turn begins to speak with averted gaze. Convergent with theoretical models of social inter-
action, our data suggest that eye gaze can be used to signal both the end and the beginning
of a speaking turn during a social interaction. The present study offers insight into the tem-
poral dynamics of live dyadic interactions and also provides a new method of analysis for
eye gaze data when temporal relationships are of interest.

Introduction
When interacting with another person, we coordinate our behaviour in order to take turns in
the conversation. Dyadic interactions, and turn-taking behaviour in particular, has received
considerable attention in cognitive science, typified by several models of social interaction (e.g.,
[1,2]). These models have since been tested and quantified using both aggregated and tempo-
rally sensitive techniques. Cognitive scientists are beginning to include realistic interactions
when investigating social attention in recognition of the fact that these introduce critical factors
that are excluded during simulated social settings [3–6]. Accordingly, the current study
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different across the two games for this pair. As previously mentioned, one participant was
missing gaze data for 20 Questions, so for the remaining 18 pairs we calculated the average
time between one person stopping gazing and the other person starting. We found a significant
difference between the two games, t(17) = 2.41, p< .05, suggesting that gazing events are more
spaced out in Heads Up (2272ms) than in 20 Questions (1574ms).

One similarity between the two games is the inverse relationship between gaze and speech.
As we will show below in the cross-correlational analysis, the general pattern observed is that
when we are talking to someone we tend to be averting our gaze, and when we are listening we
tend to gaze directly at the speaker. Fig 3B shows this pattern quite clearly. In the first half of
this excerpt, person B is doing most of the talking (they are, in this case, the “explainer”), as
they have a higher density of talk events (light red) compared to person A (light blue). Being in

Fig 2. Idealized time series showing data pattern as predicted by earlier models of social interaction.
Firstly, participants end their talking turn with direct gaze at their partner. This is represented by the onset of
direct gaze (dark blue) occurring prior to the end of talking (light blue). Secondly, participants will be averting
their gaze prior to speaking. This is shown by participant A’s talking turns (light blue) beginning with no direct
gaze (dark blue). Both of these predictions are also depicted in participant B’s talking (light red) and gazing
(dark red) series.

doi:10.1371/journal.pone.0136905.g002

Fig 3. Time series of events in a single pair for 20 Questions (A) and Heads Up (B). Each series represents the duration of the entire game for a single
dyad with the on/offset of all gaze and talking events from both participants. Within each series, the rows represent (in order from top to bottom): person A talk
events, person A gaze events, person B talk events, person B gaze events. Of note is the density of each of these events at various points of the game. There
is an inverse relationship between gaze and talking, such that when a participant has a higher density of talking events, there is an lower density of gazing
events, and vice versa.

doi:10.1371/journal.pone.0136905.g003

Gaze Signaling during Dyadic Interactions

PLOS ONE | DOI:10.1371/journal.pone.0136905 August 26, 2015 8 / 18



Real conversation 

Ho, Foulsham and Kingstone (2015) 
 
Participants gaze at their partner to signal a switch in who is 

talking. 

Assessing the gaze and talking signals independently provides some useful insight into how
the interactions unfold. However, in order to test the predictions derived from earlier theoreti-
cal models we turn to cross-correlational analysis in order to assess the temporal relationships
between these variables.

Do speakers gaze to signal end-of-turn transitions?. To test the hypothesis that speakers
use gaze to signal the end of their turn we computed the maximum cross-correlation between a
participant’s gaze and their partner’s talking. These analyses were conducted at the participant
level, where each participant has a corresponding correlation value. This is in contrast to earlier
correlation analyses, which were conducted at the dyad level, where each dyad generated a sin-
gle correlation value. Participant level analysis resulted in 38 correlation values (37 when 20
Questions gaze data was required). In 20 Questions we found a high mean cross-correlation
(across all dyads) between the two variables, r = .47, and the average lag at which this correla-
tion occurred showed partner talking tends to lag behind participant gazing by 423ms
(SD = 388ms). A t-test across participants showed a significant departure from a zero correla-
tion, t(36) = 35.87, p< .0001. The same finding is seen in Heads Up, r = .53, t(37) = 24.83, p<
.0001. As in the 20 Questions game, talking lags behind the other persons gazing, by 432ms on
average (SD = 557ms). An example of this, from a single dyad, can be found in Fig 7. The boxes
highlight sections where this pattern is particularly evident. In each box, we can clearly see that
person B (light red) does not begin talking until person A (dark blue) gazes at them. Further-
more, person A’s speech turns are ended with direct gaze at their partner.

A significant difference was found between the cross-correlation values of the 2 games, t(36)
= 2.79, p = .008. This suggests that, despite there being high similarity between a participant’s
gaze and their partner’s speech in both games, the correlation is higher in the Heads Up game,
presumably because the game is designed to be more interactive and there are fewer moments
of silence. However, the lag values in the two games were remarkably consistent (20 Questions:
423ms, Heads Up: 432ms), and there was no significant difference, t(36) = 0.08, p = .94.

We collapsed across both games and averaged every participant’s correlation, at each lag
value, to show the how the cross-correlation unfolds over time. This relationship can be seen in
Fig 8. The participant who was missing 20 Questions gaze data was removed for this visualiza-
tion. The figure clearly shows that the highest cross-correlation values occur at negative lags,
which, in this case, occur when partner talking lags behind participant gazing.

The data support the suggestion of earlier interaction models, which state that speakers end
their turn with a gaze toward their partner, after which the partner begins their speaking turn
in the interaction (e.g., [1]). Here, we have shown that a gaze toward a participant's partner
occurs prior to them beginning to speak. Partner speech typically begins about 400ms after

Fig 7. Excerpt from a Heads Up game showing gaze being used to signal an end-of-turn transition. The boxes highlight regions from the excerpt where
the data pattern is particularly evident. Participant A gazes (dark blue) at their partner (B) prior to the partner beginning their speech turn (light red).
Additionally, participant A tends to end their speech turn (light blue) by gazing at their partner (dark blue). The pattern suggests that direct gaze is used to end
a current speech turn and also to signal a turn transition.

doi:10.1371/journal.pone.0136905.g007

Gaze Signaling during Dyadic Interactions

PLOS ONE | DOI:10.1371/journal.pone.0136905 August 26, 2015 12 / 18



Real conversation 

Ho, Foulsham and Kingstone (2015) 
 
Participants avert their gaze at the beginning of their own 

speaking turn. 

Fig 10. The participant who was missing 20 Questions gaze data was removed for this visualiza-
tion. The figure clearly shows that the highest cross-correlation values occur at positive lags,
which, in this case, occur when gazing lags behind talking.

Discussion
The present study examined the signaling approach originally described by Duncan and Fiske
[2] and Kendon [1]. We focused primarily on these models because they offered the most com-
prehensive analysis of signaling in social interactions, and serve as the backbone to many of the
aggregated analyses of gaze behaviour that followed. These foundational studies reported that
speakers tend to look away from their partner as they begin talking, and look back when they
are about to finish their turn in the conversation. These observations suggest that eye gaze can
be used to control the flow of conversation: we look away from our partner to signal that we
have the floor and that it is our turn to talk, but when we are ready to hand control back to our
partner we look back at them to signal them to begin their turn. Although these observations
were reported for natural conversations, they lack both sensitivity to temporal dynamics of

Fig 9. Excerpt from Heads Up showing gaze aversion at the beginning of a speaking turn. The boxes highlight regions from the excerpt where the data
pattern is particularly evident. Both participants A and B begin their speech turn with averted gaze. Once the speech turn has started, they then gaze towards
the other person.

doi:10.1371/journal.pone.0136905.g009

Fig 10. Cross-correlation values (participant gazing and own talking) at each lag. Cross-correlation
between participant gazing and their own talking computed at each lag value. The highest cross-correlation
values occur at positive lags, when participant gazing lags behind their own talking.

doi:10.1371/journal.pone.0136905.g010
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We can study gaze signalling 
by investigating how people 
interpret the gaze of others 

 



Gaze following 
  



Gaze interpretation 



Gaze interpretation 

Cursor is 
human gaze 

Cursor is 
“computer 
algorithm”  



Inference from gaze 

  

Observer Guesser 



Which pattern did the Observer prefer? 

  



Interactive gaze 
Behaviour during a two-way interaction 

Person 1 Person 2 

Do participants change 
their gaze according to 

an observer? 



Lying with the eyes 

  



Social gaze in a preference task 

  
Can participants 

spontaneously make 
inferences based on the 

location of gaze? 

Guesses should be 
above chance and better 

than control trials. 

Do participants change their 
gaze according to an 

observer? 

Lie trials should be harder to 
guess.  

Eye movements should 
change with condition. 



Guess results 
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Observers can 
modulate their 
attention in order 
to deceive 



Eye tracking results 
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Reading and misleading gaze 
Participants are better at reading attention when they are 
told it is human gaze… 



Reading and misleading gaze 
We can spontaneously make inferences based on gaze 
location 

…but we can also change our attention to mislead another 
person 
 
We can study “social” gaze interactions without complex 
social stimuli 



Reading head movements 
  



Reading head movements 

§  Does lying change their eye head coordination? 

– Participants take longer and make more eye and head 
movements during the lie block 

– However, the rate of head movements decreases 
when trying to mislead 
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Attending to (images of) other individuals 

What is “Social“ 
Attention? 

Selecting cues within a social group 

Taking part in a multilateral interaction 
between group members 

Involving social roles, communication, 
attribution… 

From “social” 
stimuli… 
 
 
 
 
 
 
 
 
 
 
 
 
to multi-way social 
interactions and 
attributions 



Thank you! 
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